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In the supplementary material, we introduce in detail caption-level datasets
and the proposed ParaEval dataset, prompt strategies for the text HPG genera-
tion and fluency evaluation, extended quantitative experiments, evaluation cost,
and visualization of image HPG examples.

1 Caption-level Datasets

We conduct quantitative experiments on four caption-level benchmarks (Flickr8k-
Expert [4], Composite Dataset [1], THumB1.0 [6], and Pascal-50S dataset [14])
to compare our metric with the state-of-the-art metrics, as in Sec. 4.2 in the
main paper. Below is the detailed introduction to these datasets.

Flickr8k-Expert [4] consists of 5,644 image-caption pairs, with 5 references
for each image. Each candidate caption is annotated with 3 scores, scoring from
1 (unrelated to the image) to 4 (describing the image correctly).

Composite Dataset [1] contains 3,995 test images from MS COCO [10],
Flickr30k [16], and Flickr8k [4]. Each image has one human-written caption and
two machine-generated captions. All candidate captions are scored from 1 (not
related to the image) to 5 (perfectly related to the image).

THumB1.0 [6] samples 500 images from MS COCO [10] and provides human
assessments for five corresponding captions, including one written by human and
four generated by captioning models. Annotators evaluate each image-caption
pair with precision to measure the correctness of caption, recall to assess the
coverage of salient information, and a total score combining precision, recall as
well as fluency, conciseness and inclusive language.

Pascal-50S dataset [14] comprises 1,000 images from the UIUC PASCAL
Sentence Dataset [13], along with 50 references for each image. The dataset in-
cludes 4,000 human-assesed caption pairs, forming 4 groups with 1,000 pairs
in each: HC (correct human-written pairs), HI (correct and incorrect human-
written pairs), HM (human-written and machine-generated pairs) and MM (mach-
ine-generated pairs).

Following previous works, Kendall’s τ correlation on Flickr8k-Expert and
Composite Dataset, Pearson’s ρ correlation on THumB1.0 and classification ac-
curacy on Pascal-50S are used to measure the consistency between metrics and
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human evaluations, respectively. Please refer to the main paper for the experi-
mental results and analysis.

2 Paragraph-level Dataset ParaEval

In this section, we introduce the proposed paragraph-level dataset ParaEval and
additional experiments on it.

2.1 Dataset Construction.

ParaEval dataset is proposed to assess the accuracy of existing metrics in evalu-
ating long-context image descriptions. ParaEval collects more than 4,000 pairs of
image and its paragraph description from the ImageParagraphs Dataset [8] and
Localized Narratives Dataset [11]. The images source from Visual Genome [11]
and OpenImages [9], respectively. We design four types of negative samples:
plausible descriptions, descriptions with negative objects, negative attributes,
and negative relationships.

Plausible descriptions are hard negative candidates which describe images
very similar to the groundtruth image. We utilize CLIP [12] to calculate the
similarity between the groundtruth image and other images, and the one with
the highest similarity score is selected as a hard negative image and its descrip-
tion is chosen as the plausible description. On the ImageParagraphs Dataset,
with 2,489 images in its test set, we obtain the hardest negative description for
each image. On the test set of Localized Narratives Dataset, we first filter out
text descriptions that fewer than 40 words, constructing a pool of over 5000
images. From the pool, we select hard negative samples with image similarity
scores greater than 0.82 and finally generate 2,358 plausible samples. Since the
candidate images of localized narratives are more than that of image paragraphs,
the task on the localized narratives set is harder.

To construct negative samples containing negative objects, attributes and
relationships, we replace the corresponding parts in the groundtruth, with the
help of GPT-3.5. For negative objects, we generate multiple candidate negative
descriptions by replacing different objects in a groundtruth description, and then
require the LLM to identify the most reasonable one. To generate negative rela-
tionship samples, we ask the LLM to generate new relationship phrases that are
directionally opposite or semantically different, and then integrate them back
into the original sentence. For negative attributes, first existing attributes are
categorized into several classes such as color, size, quantity, etc., and then nega-
tive attribute phrases are generated based on the attribute and object category,
and finally integrated back to obtain descriptions with negative attributes.

2.2 Additional Experiments

Impact of amount of text replacement. Fig. 1 shows the accuracy of met-
rics as the number of replaced words in the negative samples increases. As the
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difference between negative samples and the groundtruth one increases, it be-
comes easier to distinguish. Therefore, the overall accuracy is improving as more
words are being replaced. The overall accuracy on negative relationships is sig-
nificantly lower than the other two, indicating that metrics are less sensitive
to relationships compared to objects and attributes. The proposed HiFi-Score
performs relatively better.

Accuracy on different attribute categories. We classify the replaced at-
tributes into 9 categories: color, size, etc., and then compare the accuracy of met-
rics on samples containing the corresponding category of attributes. As shown in
Fig. 1(d), HiFi-Score achieves the highest accuracy in almost all categories, and
comparable performance to BLIPScore in the spatial category. Overall, among
these categories, the performance on action, material, and color is relatively
higher, while spatial and environment categories are harder to distinguish. This
reflects the varying sensitivity of current vision-language models to different at-
tribute categories.

Fig. 1: (a-c) Accuracy as the number of changed words increases on samples with
negative objects, relationships, and attributes. (d) Accuracy comparison on different
attribute categories.
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3 LLM Prompts

In this section, we discuss the prompting strategies used for Text HPG Genera-
tion (Sec. 3.1 in the main paper) and Fluency Evaluation (Sec. 3.3 in the main
paper).

3.1 Text HPG Generation

Given an image description of arbitrary length, we first parse objects, attributes
corresponding to each object, and relationships between objects to phrases, and
then convert them into a hierarchical parsing graph. The text parsing process
can be implemented using GPT-3.5 based on the prompt in Fig. 2. Compared to
previous rule-based grammar analysis( [2], [15]), LLMs have stronger capabilities
in understanding complex sentences and referent disambiguation, laying a solid
foundation for fine-grained evaluation of long image descriptions.

Given an image description, please help me parse and extract all objects and assign a
number to each object. For each object, find all attributes and relations related to it,
and summarize each as a phrase. Each phrase should contain the object. If there are
multiple objects of the same kind, assign a number to each of them.

Description: A group of people are walking on the beach. One of them is a girl carrying
a pink and white umbrella with a black logo waving her hands. Another girl is looking
at her.
Output:
Objects:
1. Object: people_1
Phrases: a group of people_1, people_1 walking on beach_2
2. Object: beach_2
Phrases: beach_2
......

Fig. 2: Prompt to generate textual hierarchical parsing graphs

3.2 Fluency Evaluation

We empirically decouple fluency into three dimensions: grammatical correctness,
clarity of expression, and logical rationality. We utilize GPT-3.5 to render binary
assessments across the mentioned criteria, provide specific reasons, and give the
possible revised text. The prompt and evaluation examples are displayed in Fig.
3 and Fig. 4, respectively.

In the main paper, we consider fluency as an additional dimension indepen-
dent from fidelity and adequacy. This is because, unlike the latter two which are
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Evaluate the acceptability of the following text. Provide your assessment and reasons
based on specific criteria, and correct it.
"Description to evaluate."

Assess the text using the following criteria:
1. Grammatical Correctness: Does the text adhere to the rules of grammar? Only
consider grammar issues such as agreement errors and article errors.
2. Clarity: Is the text clear and comprehensible?
3. Logical Coherence: Is the information and argumentation within the text logically
consistent?

Please format your assessment of the text’s acceptability as follows:
Assessment:
- Grammatical Correctness: [Yes or no]
- Clarity: [Yes or no]
- Logical Coherence: [Yes or no]

Summary: [Overall acceptability of the text and areas for improvement]

Corrected Text: [1-2 corrected text or "No need to correct"]

Fig. 3: Prompt to evaluate fluency of candidate description

A bike is riding a man down the street, with cars passing by him.

 Grammar: Yes
 Clarity: No
 Logic:  No

Corrected Text: A man is riding a bike down the street, with cars passing by him.

Eleven people gather in lake group on left are male and conversing group on right 
male and female walking further out into lake.

 Grammar: No
 Clarity: No
 Logic:  Yes

Corrected Text: Eleven people have gathered at a lake. On the left, a group of males 
is conversing. On the right, a mixed group of males and females is walking further 
out into the lake.

There is one girl wearing white shirt in this image. The shirt is pink and black. She is 
carrying an umbrella walking on the beach.

 Grammar: No
 Clarity: No
 Logic:  No

Corrected Text: There is one girl in this image wearing a pink and black shirt. She is 
carrying an umbrella and walking on the beach.

The image features a large elephant walking down a street, with a man walking next 
to it. The elephant is quite close to the man, and they appear to be walking together. 
There are several other people in the scene, some of them carrying umbrellas, 
possibly indicating rain or sun protection. 

 Grammar: Yes
 Clarity: Yes
 Logic:  Yes

Corrected Text: No need to correct.

Man is throwing basketball. A null might be holding beer in the scene. Person is 
playing in the scene. The scene contains chef and utensils and chef's hat and cook.

 Grammar: No
 Clarity: No
 Logic:  No

Corrected Text: A man is throwing a basketball. Another person might be holding a 
beer in the scene. Someone is playing in the scene. The scene also contains a chef 
with utensils, a chef's hat, and cooking equipment.

Three men are on a baseball field. The batters holds a black bat over the right 
shoulder. The batter wears red t-shirt and white pants. The catcher is crouched, and 
he wears blue top with white pants. Behind the catcher, the umpire is looking the 
game. People are sitting on the bleachers looking the game.

 Grammar: No
 Clarity: Yes
 Logic:  Yes

Corrected Text: Three men are on a baseball field. The batter holds a black bat over 
his right shoulder. The batter wears a red t-shirt and white pants. The catcher is 
crouched, and he wears a blue top with white pants. Behind the catcher, the umpire 
is watching the game. People are sitting on the bleachers watching the game.

Fig. 4: Examples of fluency evaluation.

closely related to images, fluency is a pure linguistic dimension. Furthermore,
fidelity and adequacy are continuous scores, while fluency consists of three bi-
nary scores. Focusing on obtaining fine-grained multi-dimensional evaluations
rather than merely overall scores, we do not forcefully integrate fluency to the
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other two. If a total score is needed, we recognize fluency as a factor to the sum
of fidelity and adequacy. For every grammar, clarity, or logic error, the fluency
factor decreases by 0.05. On 500 random samples from Composite, Kendall’s τ :
Fid+Ade-64.78, Flu*(Fid+Ade)-64.82, demonstrating that incorporating
fluency maintains a high human consistency.

4 Extended quantitative experiments

In this section, we conduct extended experiments to explore the impact of various
human attention sources for adequacy evaluation, the effect of different weight
values, and compare HiFi-Score to baseline models that use only entity-matching
and other metrics that employ larger backbones.

Impact of human attention sources. We validate the impact of human
attention from different sources through experiments. As shown in Table 1,
HiFi-Scorenone without the introduction of human attention has lower consis-
tency with human, proving the necessity of incorporating human priors. Fur-
thermore, the performance of HiFi-Scoreref and HiFi-Score is similar, indicating
that machine-generated saliency maps can to some extent replace human-written
references as a basis for evaluation. This can effectively reduce the dependency
on annotated references.

Table 1: Impact of different kinds of human attention. HiFi-Scorenone does not con-
sider human attention and set all attention weights as 1. HiFi-Scoreref assigns weights
to instances based on the frequency of that region mentioned in the reference. HiFi-
Score is the default full model that uses saliency map as human attention.

F-Ex Com THumB1.0
Model Attn. τc τc P R Total

HiFi-Scorenone None 56.7 61.3 0.40 0.18 0.40
HiFi-Scoreref reference-based 58.3 65.6 0.42 0.22 0.45
HiFi-Score saliency-based 58.4 65.7 0.43 0.22 0.45

Impact of weight values. Fig. 5 shows the trade-off of the weight values γ, δ
and α.

(1) Fidelity v.s. Adequacy (γ). Table 2 in the main paper indicates Fi-
delity’s impact is slightly higher than Adequacy’s, as description’s correctness is
more fundamental, and combining both enhances performance. The same can be
observed in Fig. 5. As purple lines, Fidelity’s weight should be slightly higher
for optimal performance.

(2) ITM v.s. ITC (δ). As in Table 2 in the main paper and green
lines in Fig. 5, Flickr8K-Exp and Pascal-50S prefer ITC, while Composite and
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Fig. 5: Impact of different weight values on the metric performance.

THumB1.0 prefer ITM. Combining the two in a certain proportion can enhance
performance. δ = 0.5 is selected as a balanced trade-off.

(3) Impact of α (Eq. 5/6). As yellow lines in Fig. 5, α = 0.5 performs
best, as a balance between parent and child nodes.

Comparison to entity-matching. HPG-based matching emphasizes relation-
ships between regions and layers. To verify the role of structuring, we remove
the hierarchy from HPGs and simply calculate the average similarities of the
matched parts across all regions. Results are Flickr8k-Expert - 55.2; Com-
posite - 56.5; Pascal-50S - 80.9; THumB1.0 - 33.7, clearly inferior to
HiFi-Score, highlighting structured modeling’s benefits.

Comparison to the metric with larger parameters. We additionally test
the CLIPScore [3] with larger ViT backbones. As in the Table 2, the performance
of CLIPScore improves as the capacity of the backbone increases. HiFi-Score still
outperforms CLIPScore (ViT/G-14), which has comparable parameter number.
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Table 2: Comparison of HiFi-Score and CLIPScore with larger parameters.

Metric Params F-Ex Com. Pas. Thu.
Official ClipScore (ViT-B/32) 151M 51.4 53.8 80.9 31.9

ClipScore (ViT-L/14) 427M 53.0 55.4 81.5 36.3
ClipScore (ViT-G/14) 1.37B 54.5 56.7 81.6 37.0

HiFi-Score (Ours) 1.60B 58.4 65.8 83.0 44.8

5 Evaluation Cost

Here we summarize the computational and time costs of HiFi-Score. The param-
eters for each module are as follows: SAM-641M, OneFormer-223M, GLIP-429M,
BLIP-2 (stage1)-1.17B. Time cost for evaluating a single image-text pair: Image
HPG-1.9s; Text HPG 1.5s; scoring-0.7s. The bottleneck lies in off-the-shelf HPG
generation, which can be optimized by pre-extracting for common benchmarks.
GPT-3.5 pricing is about $0.7 for 1000 candidates, much cheaper than human.

We prioritize the frameworks’ completeness and performance rather than
the cost when designing HiFi-Score, but we believe that with the development
of lightweight open-source models (such as MobileSam, Gemini-Pro), the cost
will significantly decrease in the near future.

6 Image HPG examples

In Fig. 6, we present more visual examples of image HPGs, which are gener-
ated by SAM [7] alone or by the combination of SAM and OneFormer [5]. As
mentioned in Sec. 3.1 of the main paper, SAM is a non-semantic segmentation
method, thus it may break down complete objects or large background areas into
multiple segments. Additionally, it is sometimes overly sensitive to the details
of masks, resulting in fragmented and ineffective HPGs. On the other hand, the
panoptic segmentation method like OneFormer simultaneously segments fore-
ground things and background stuff, allowing control over the granularity of
hierarchy based on categories. For instance, backgrounds like sky and lawns do
not need further subdivision, while important instances like humans and animals
can retain more hierarchical levels. By combining SAM and OneFormer, image
HPGs become more accurate, clearer, and more focused noticeably.
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